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Information retrieval has been widely studied due to the growing amounts of 
textual information available electronically. Nowadays organizations and industries 
are facing the challenge of organizing, analyzing and extracting knowledge from 
masses of unstructured information for decision making process. The development of 
automatic methods to produce usable structured information from unstructured text 
sources is extremely valuable to them. Opposed to the traditional text classification 
methods that need a set of well-classified trained corpus to perform efficient 
classification; the ontology-based classifier benefits from the domain knowledge and 
provides more accuracy. In a previous work we proposed and evaluated an ontology-
based heuristic algorithm [28] for occupational health control process, particularly, 
for the case of automatic detection of accidents from unstructured texts. Our 
extended proposal is more domain dependent because it uses technical terms and 
contrast the relevance of these technical terms into the text, so the heuristic is more 
accurate. It divides the problem in subtasks such as: (i) text analysis, (ii) recognition 
and (iii) classification of failed occupational health control, resolving accidents as 
text analysis, recognition and classification of failed occupational health control, 
resolving accidents.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The need for effective methods of automated Information Retrieval has grown during years because of 
the amount of unstructured data in natural language form generated in modern organizations [4]. There is 
a need of performing analysis, decision-making, and knowledge management tasks using this unstructured 
information.
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Nontraditional Information Retrieval strategies are: text mining that uncovers previously invisible pat-
terns in existing resources and text classifications that is a subfield of data mining which refers generally to 
the process of deriving high quality of information from a text [7].

Automatic text classification is a task of assigning one or more pre-specified classes to a text, based on its 
content. Text classification techniques are used in many applications, including e-mail filtering, mail routing, 
spam filtering, news monitoring, sorting through digitized paper archives, automated indexing of scientific 
articles, classification of news stories and searching for interesting information on the Web, biomedical 
applications [8], etc. A good survey of hybrid classifiers systems can be found at [33].

However, it is often the case that a suitable set of well classified trained corpus is not available. Even 
if one is available, the set may be too small, or a significant portion of the corpus in the training set may 
not have been classified properly. This creates a serious limitation for the usefulness of the traditional text 
classification methods.

Our proposal is to use the background knowledge represented by means of an ontology. In the area of 
computing, the ontological concepts are frequently regarded as classes which are organized into hierarchies. 
The classes define the types of attributes, or properties common to individual objects within the class. 
Moreover, classes are interconnected by relationships, indicating their semantic interdependence [30].

In previous work we propose and evaluate an ontology-based heuristic algorithm [28] for occupational 
health control process, particularly, for the case of automatic detection of accidents from unstructured 
texts. Our extended proposal is more domain dependent because it uses technical terms and contrast the 
relevance of these technical terms into the text, so the heuristic is more accurate. It divides the problem 
in subtasks such as: (i) text analysis, (ii) recognition and (iii) classification of failed occupational health 
control, resolving accidents.

The rest of this manuscript goes on by describing the theoretical foundations that support it. After that, 
in Section 3, we describe the elements that are involved in our proposal: (i) the elaboration of the ontology, 
(ii) the use of a thesaurus as a crawling tool, (iii) the use of the ontology as a classifier, (iv) the compensated 
classifier using techniques terms. Section 4 proposes an oil and gas industry application scenario: occupa-
tional health and security where some comparative experiment are presented. Finally, Section 5 presents 
some final remarks.

2. Foundations

Due to the ever growing amounts of textual information available electronically, organizations are facing 
the challenge of organizing, analyzing and extract knowledge from masses of unstructured information for 
decision making process.

Traditional classification approaches use statistical or machine learning methods to perform the task. 
Such methods include Naïve Bayes [22], Support Vector Machines [32], Latent Semantic Analysis [9] and 
many others. A good overview of the traditional text classification methods is presented in [29]. All of 
these methods require a training set of pre-classified documents that is used for classifier training; later, the 
classifier can correctly assign categories to other, previously unseen documents.

During the last decades, a large number of machine learning algorithms have been proposed for supervised 
and unsupervised text categorization. So far, however, existing text categorization systems have typically 
used the Bag-of-Words model where single words or word stems are used as features for representing docu-
ment content [26].

However, the work on integrating semantic background knowledge into text categorization is still quite 
scattered. Early works are: [3,13,6,18]. They use WordNet [11] to improve the text clustering task. WordNet 
is a network of related words, organized into synonym sets, where each of the sets represents one lexical 
underlying concept. WordNet has been successfully used both in text categorization and clustering [25].
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Text categorization using semantic concepts is a step away from simple word or phrase-based catego-
rization towards a semantics-based classification. Latent Semantic Analysis [21] offers an attractive way 
to transition from the word-space to the concept-space of related phrases. The extracted concepts can be 
effectively applied to classical categorization, as presented in [19].

There are also the ontology-based approaches. Ontologies [14] offer knowledge that is organized in a more 
structural and semantic way. The knowledge represented in a comprehensive ontology can be used to identify 
concepts in a text. Furthermore, if the concepts in the ontology are organized into hierarchies of higher-level 
categories, it should be possible to identify the category that best classify the content of the text.

Their use in text categorization is well known. As ontologies provide named entities or terms, and rela-
tionship between them, an intermediate categorization step requires matching terms to ontological entities. 
Afterwards, an ontology can be successfully used for term disambiguating and vocabulary unification, as 
presented in [2]. Another approach, presented in [24], reinforces co-occurrence of certain pairs of words or 
entities in the term vector that are related in the ontology. Here, categorization can be based on the recog-
nized and disambiguated named entities, as presented in [15] and [30]. Traditional classification methods can 
also be enriched with the ontology-based information concerning also the neighborhoods of entities [12,34]. 
Nevertheless, these ontology-based approaches still lack with regard to accuracy classification.

As explained above, the novelty of our approaches compared to the traditional ones is that our cat-
egorization method does not require a training set, which is in contrast to the traditional statistical and 
probabilistic methods that require a set of pre-classified corpus in order to train the classifier. Our proposals 
also use a thesaurus for finding non-explicit relations between classification text and ontology terms. This 
feature widens the domain of the classifier allowing it to respond to complex real-life text and more resilient 
to ontology incompleteness. Another characteristic is the inclusion of technical terms associated to a weight 
in the relationship.

3. Proposal

In this section we present two text categorization methods based on leveraging the existing knowledge 
represented in a domain ontology. The novelty of this approach lays in that it is not dependent on the 
existence of a training set, as it relies solely on the entities, their relationships, and the taxonomy of 
categories represented in the ontology.

In these approaches the ontology effectively becomes the classifier. Consequently, it is no longer needed 
to carry out a classifier training process with a set of labeled documents, since the ontology should already 
include all important facts. The proposed approaches require a transformation of the document text into a 
graph structure, which employs entity matching and relationship identification.

3.1. Ontology-based classification

The Ontology Classifier algorithm [27,28] strategy presented consists in the use an ontology as the 
key component of our text classification heuristic algorithm. Besides the ontology itself, the algorithm is 
composed of the following set of modules (see Fig. 1 for details):

1. A lemmatization, stemming and stop-word removing preprocessing. In this work we applied for this 
task the functionality provided by the Apache Lucene framework [16] and a Portuguese verb infinitive 
finding module specially developed for this work.

2. A thesaurus for locating words appearing in the text in the ontology. In our case we used a customized 
version of OpenOffice Brazilian Portuguese thesaurus [1].

3. Set of ontology elements tagged with its corresponding classification label.
4. A thesaurus crawling algorithm that takes care of determining the matching degree of text words with 

a corresponding ontology term.
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Fig. 1. Process flow diagram.

function OntologyClassifier(s, lmax) : M
parameters:
� Text as a list of words, s = (s1, . . . , sn).
� Maximum search recursion level, lmax.
returns:
� Set of ontology terms (labels) that classify the text, M = {ω1, ω2, . . . , ωi, . . .}.
begin function

ŝ ← Preprocess(s). � Irrelevant word removal and stemming to roots.
lbest ← +∞.
M ← ∅.
for all s ∈ ŝ do

Θ ← NearestOntologyTerms(s, 0, lmax).
for all 〈θ, lθ〉 ∈ Theta do

if lbest > lθ then
M ← {θ}.
lbest ← lθ.

else if lbest = lθ then
M ← M ∪ {θ}.

end if
end for

end for
return 〈M, lbest〉.

end function

Fig. 2. Pseudo-code description of the algorithm used to compute the levels of similarity between a given word found in text and 
ontology terms. See Table 1 for a description of the different building-blocks used.

There are some other proposals that also employ mechanisms that rely on ontologies, for example, [10,5], 
and many more. However, in our case, the use of the thesaurus makes the approach more flexible and capable 
or handling real-world applications. An ontology describes the application domain in a comprehensive but 
inflexible way. Natural language is, on the other hand, highly-irregular something rather impossible to grasp 
by directly using an ontology. The use of the thesaurus along with lemmatization and text processing bridges 
this gap effectively.

As already mentioned, the classification algorithm proposed in this work relies on the previous ontology, 
a thesaurus to establish the degree of matching between a given text fragment and some terms of interest 
that are present in the ontology.

The algorithm is presented as pseudo-code in Fig. 2 as function OntologyClassifier( ). It proceeds 
by first filtering and rearranging the input sentence in order to render it in a format suitable for processing 
(Preprocess( ) method in Fig. 3).
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Table 1
Summary of utility functions used by the algorithms described in this work.

Function name Description
Preprocess(s) Eliminates stop words and finds the roots or infinitive forms.

ConsecutiveWordsCombs(s) Generates a set that contains all possible consecutive words combinations in s.

OntologyContains(s) Boolean function that indicates when term s is present in the ontology.

OntologyTechnicalSynonyms(s) Returns a set of ontology terms that contain s in their technical synonym list.

function NearestOntologyTerms(s, lcurr, lmax) : Θ
parameters:
� A search term, s.
� Current recursion level, lcurr.
� Maximum search recursion level, lmax.
returns:
� Set of ontology terms (labels) that classify the text with their corresponding levels of similarity, Θ =
{〈θ1, l1〉 , . . . , 〈θi, li〉 , . . .}.
begin function

if lcurr = lmax then
return Θ = ∅.

end if
if OntologyContains(s) then � The term s is present in the ontology as-is.

return Θ = {〈s, lcurr〉}.
end if
lbest ← +∞.
Θ ← ∅.
for all s∗ ∈ Thesaurus(s) do � Recursively crawl the thesaurus.

Θ∗ ← NearestOntologyTerms(s∗).
Θ ← Θ ∪ Θ∗

end for
return Θ.

end function

Fig. 3. Pseudo-code description of the algorithm used to compute the levels of similarity between a given word found in text and 
ontology terms.

Having the filtered text represented as a set of words, the algorithm proceeds to identify which terms of 
the ontology are most closely related to that set. It carries that out by invoking for each word the function
NearestOntologyTerms( ). This function—which is described in Fig. 3—returns the set of ontology 
terms that are related with a given word by recursively traversing a thesaurus up to a given number of 
levels. If a connection between a word and a term is established that term is included, along with its level 
of similarity in the set of related terms Θ. The level of similarity is defined as the number of jumps needed 
to get from to word to the term using the thesaurus. A lower level implies higher similarity.

The result of the classification is one or more ontology terms that are most closely related to the text, or, 
posed in other words, the terms with minimal level of similarity. It should be borne in mind that the two 
functions presented here have been simplified for didactic reasons, and in practice some a harder to read 
but more efficient option is used.

3.2. Improving classification

The previous classification algorithm has been applied with success in real-life problems. This experience 
is also usefull in order to point out issues that should be addressed in order to yield further improved results. 
These issues can be summarized as:

1. Focus on multi-word thesaurus. The use of single-word thesaurus limits the expression capacity and 
reach of the algorithm.

2. Use technical terms synonyms. The ontology is meant to describe the application context in detail 
and accuracy. Nevertheless, there are a number of concepts that can be referred by different names. 
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Each of these names might have a different degree of relationship with the one used by the ontology. 
Classification algorithms should be capable of dealing with such term synonyms.

3. Relevance of a term within a text. The relation of the length of the ontology term with regard to 
the length of the whole text should be taken into account. It should not have the same impact a 
relatively short term in shorter or longer texts. Similarly, longer terms should have higher weight in 
the classification, as it can be hypothesized that longer terms tend to describe an artifact in higher 
detail [17].

A number of improvements can be made to OntologyClassifier in order to deal with and solve the 
shortcomings derived form the previous issues.

Regarding the first issue, the original thesaurus can be enriched by using a problem vocabulary. This 
vocabulary can be—and was—obtained by conferencing with the experts of the field. As this can be a 
tedious process we resorted to a frequent n-grams generation algorithm [23] to assist in it. The set of 
frequent n-grams extracted form all available classification text contains words that repeatedly appeared in 
consecutive form. An expert can filter relevant n-grams and create associations between them. It should be 
noted that the n-gram approach is also of help when validating the degree at which the ontology respond 
to the actual text to be classified.

The generation of term synonyms employed a similar approach. Each concept in the ontology was anno-
tated with a list of technical synonyms that would be taken into account at the same level as the original 
concept. Experts with the help of the frequent n-gram list populated the list of concept synonyms.

The third issue called for integrative relevance measure that combined the impact of current search text 
with regard to the total text and the level of similarity of the search text with its corresponding ontology 
terms. The length-compensated similarity measure is proposed with that requirement in mind. This measure 
combines the aforementioned quantities as the ratio,

ccomp = |ssearch|
(l + 1) |stext|

, (1)

where ssearch is the text being used for search, l is the level of similarity yielded by the ontology and 
thesaurus crawling algorithm, stext is all the text being classified and the function |·| measures the length 
of the text passed as argument.

The a novel classification algorithm TermRelevanceOntologyClassifier is proposed by combining 
the previously described modifications. It is presented in summarized form in Fig. 4. The new algorithm 
maintains an structural similarity with the previous one. The main difference lies in the fact that it makes use 
of all possible consecutive word combinations. Subsequently, the NearestOntologyTermsOrSynonyms

method—which is outlined in Fig. 5—is applied to each word combination. The length-compensated measure 
is used to prime longer terms with regard to others.

Although the new algorithm has the potential of yielded better results it should be pointed out that 
by exploring all possible word combinations the computational cost of the algorithm skyrockets at an 
exponential rate. However, in the application context of the algorithm this rises on computation time. It 
should also be pointed out that although the algorithms are presented in a recursive form, for didactic 
reasons, they were implemented in a high-performance, parallel form with a number of speed-ups meant to 
avoid excessive search as results were obtained.

4. Case study: occupational health and security in oil industry

Occupational health and security (OHS) issues are priority matter for the offshore oil and gas industry. 
This industry is frequently in the news. Much of the time it is because of changes in prices of oil and gas. 
Other—less frequent but perhaps more important—subject of media attention is when disasters strike, as 
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function TermRelevanceOntologyClassifier(s, lmax) : M
parameters:
� Text string, s.
� Maximum search recursion level, lmax.
returns:
� Set of similar ontology terms (labels), M.
begin function

ŝ ← Preprocess(s). � Irrelevant word removal and stemming to roots.
C ← ConsecutiveWordsCombs(ŝ). � Set of all consecutive words combinations.
M ← ∅. � Start with empty results.
cbest ← 0.
for all γ ∈ C do

Θ ← NearestOntologyTermsOrSynonyms(γ, 0, lmax).
for all 〈θ, lθ〉 ∈ Θ do

Compute length-compensated similarity (1) as,

c =
|γ|

(lθ + 1) |ŝ|
.

if cbest < c then � Keep most similar ontology terms.
M ← {γ}.
cbest ← c.

else if cbest = c then
M ← M ∪ {θ}.

end if
end for

end for
return M.

end function

Fig. 4. Pseudocode of the ontology-based classifier that uses term relevance to weight ontology classification terms and the technical 
synonyms list. See Table 1 for a description of the different building-blocks used.

function NearestOntologyTermsOrSynonyms(s, lcurr, lmax) : Θ
parameters:
� A search term, s.
� Current recursion level, lcurr.
� Maximum search recursion level, lmax.
returns:
� Set of ontology terms (labels) that classify the text with their corresponding levels of similarity, Θ =
{〈θ1, l1〉 , . . . , 〈θi, li〉 , . . .}.
begin function

if lcurr = lmax then
return Θ = ∅.

end if
if OntologyContains(s) then � The term s is present in the ontology as-is.

return Θ = {〈s, lcurr〉}.
end if
S ← OntologyTechnicalSynonyms(s).
if S �= ∅ then � s appears as a technical synonym of an element of the ontology.

return Θ ← {〈ssym, lcurr〉 ,∀ssym ∈ S}.
end if
lbest ← +∞.
Θ ← ∅.
for all s∗ ∈ Thesaurus(s) do � Recursively crawl the thesaurus.

Θ∗ ← NearestOntologyTermsOrSynonyms(s∗).
Θ ← Θ ∪ Θ∗

end for
return Θ.

end function

Fig. 5. An improved term similarity algorithm that takes into account technical terms synonyms.

is the case of offshore oil drilling platform explosions, spills or fires. These incidents have a high impact on 
lives, environment and public opinion regarding this sector. That is why a correct handling of OHS is a 
determining factor in this industry long-term success.

There is an important effort of oil and gas industry to reduce the number of accidents and incidents. 
There are standards to identify and record workplace accidents and incidents to provide guiding means on 
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Table 2
Classification performance measures yielded by the three algorithms being compared.

SVM classifier Ontology classifier Term relevance OC
Accuracy 0.5420 0.6543 0.9432
Precision 0.6401 0.6396 0.9620

Recall 0.6140 0.6735 0.9643
F-score 0.6831 0.7743 0.8786
Specificity 0.7673 0.8643 0.9524

prevention efforts, indicating specific failures or reference, means of correction of conditions or circumstances 
that culminated in accident. Besides, oil and gas industry is increasingly concerned with achieving and 
demonstrating good performance of occupational health and safety (OHS), through the control of its risks, 
consistent with its policy and objectives.

4.1. An occupational health and safety ontology

As part of this work, we devised a domain ontology for Occupational Health and Security (OHS) in oil 
and gas application context. This ontology was elaborated after interviewing field experts, an extensive 
reviewing of related literature and the analysis of the existing data sources.

Here we obtained the inferences that describe the dynamic side and finally we group the inferences 
sequentially to form tasks. The principal concept of the ontology is anomaly which is an undesirable event 
or situation which results or may result in damage or faults that affect people, the environment, equity (own 
or third party), the image of the multinational petroleum system, products or production processes. This 
concept includes accidents, illnesses, incidents, deviations and non-conformances. We direct the interested 
reader to our previous work [28] for further details.

4.2. Comparative experiments

Experiments are necessary in order to compare the approaches discussed above and empirically contrast 
the performance and improvements introduced by the novel Term Relevance Ontology Classifier with regard 
to the regular Ontology Classifier.

The algorithms presented in this paper make use of the domain ontology described in the previous section. 
Because of that, the tests that can be carried out are limited to the OHS domain, and, therefore, makes 
impossible straightforward assessment of the algorithms in other well-known benchmark problems. In any 
case, although bound to the application domain, experiments are important.

We prepared an experiment dataset containing the descriptive fields of 500 anomalies with that purpose. 
We labeled these anomalies by hand using existing ontology terms and applied the previous two algorithms 
to verify at what degree the text was correctly labeled.

In order to provide grounds for comparison we contrast the algorithms performance with the one yielded 
by a set of support vector machines [32]. Each SVM is trained as binary classifiers for each anomaly label 
using a methodology equivalent to the one proposed by [20]. A 10-fold cross-validation was performed using 
a 70/30 ratio for training and testing. The results shown are the most voted one among the 10 classifiers.

The non-stochastic nature of the algorithms discussed simplifies the experimentation at great length as 
they are no sensible to training set sizes, ordering or initialization.

Table 2 summarizes the classification performance indicators [31] yielded three methods being tested. In 
particular, it shows the accuracy, which measures the overall effectiveness of a classifier; the precision, that 
is a measure of class agreement of the data labels with the positive labels given by the classifier; recall, 
that shows the effectiveness of a classifier to identify positive labels; F-score, that relates data’s positive 
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labels and those given by a classifier, and; specificity, that assesses the classifier capacity to identify negative 
labels.

The results can be interpreted with a twofold analysis. First, it is noticeable that ontology-based methods 
outperform the pure machine-learning approach. Even if this was expected, this results speaks in favor of 
the application of such approaches, or similar ones to this class of problems. Of course, ontology-based 
classification have the disadvantage derived from the requirement of having an extensive a priori knowledge 
of the problem. On the other hand, there are cases—as the problem previously discussed—when such 
knowledge is available, while preparing a proper annotated dataset to be use as part of a machine learning 
approach implied an inviable temporal and manpower cost.

The second important results goes beyond the discussion comparing machine learning and ontology-based 
classifiers. The experimental evidence points out that the modifications introduced with the Term Relevance 
Ontology Classifier yield a substantial improvement with regard to all performance metrics.

5. Final remarks

In this paper we presented two novel text classification methods based on leveraging the existing knowl-
edge represented in domain ontology. We have focused our approach on a real-life high-relevance problem: 
the health, safety and environment issues in the oil and gas industry.

The novelty of these approaches is that they is not depend on the existence of a training set, as it relies 
solely on the ontology entities, their relationships, and the taxonomy of categories represented by them. It 
might be argued that the synthesis of such ontology is comparable at some degree with the preparation of 
an annotated training set. However, when analyzing this issue at a deeper level it may be realized that an 
ontology-based solution is better mainly because an ontology can be easily contrasted and verified, both 
by formal means and by members of the research team. Therefore, this approach is less prone to bias, 
inconsistency and prejudice. Similarly, the resulting ontology is a relevant asset on its own right.

The first approach, termed Ontology Classifier, incorporates a thesaurus for overcoming the possible 
narrow classification domain imposed by the limited set of terms that are present in the ontology. Hence, 
the similarity of a given search term with the number of jumps that are necessary to reach an ontology 
element starting from the text. This feature makes the method more flexible and resilient to real-life texts 
that are hardly written in a homogeneous or exact form.

The second proposal, the Term Relevance Ontology Classifier, improves the first one by adding the use 
of a technical synonyms list attached to ontology elements. These lists are generated in a semi-automatic 
way using an n-gram extraction algorithm. It also incorporated a new similarity criterion that balances the 
level of similarity used in the previous case with the relevance of the given search term with regard to the 
overall text.

The experimental comparison carried out showed that both algorithms yielded a better performance 
when compared to an state-of-the-art machine learning approach. Similarly, these tests also showed the 
substantial performance improvements obtained with the modification put forward by the second approach.

It must be said that this paper presents a set of results that is susceptible of being improved. In particular, 
we are interested on using the ontology to provide a more granular classification.

Finally, this paper does not imply, nor should not be taken as, an argument against machine learning. 
Machine learning approaches are capable of extracting information from large masses of data, while, on the 
other hand, these proposal focus on localized, focused knowledge. In this regard we are currently developing 
a hybrid approach that could be able to exploit the benefits of both methodologies.
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