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a b s t r a c t

Knowledge validation is still a challenge when constructing knowledge-based systems. It is one of the
major reasons for user rejection and disagreement between project participants. Systematic and periodic
reviews of the domain ontology, with a formal agreement of the whole development team (including
the experts) are a recommended good practice. Nevertheless, these reviews do not guarantee system
success. This paper presents a case study of the construction process of a knowledge-based system. The
process involved a group of experts with varied work experience. A great deal of negotiation happened
during knowledge acquisition meetings, which took place during a 6-month period. After each meeting,
changes in the ontology were verified through a web-based questionnaire, from which either consensual
agreement was reached (and changes implemented) or the need for a new meeting was ascertained.
An explanatory review at the beginning of each meeting further solidified the understanding of all
participants. This cyclic process led to a final version of the ontology, ratified by all participants. This
model supports diagnosis and prediction of failures in mechanical drilling rigs in oil exploration sites.
Unexpectedly, during system trials, experts disagreed with results, which raised questions about the
validity of the domain ontology. The system’s explanation module provided a cornerstone for a reflective
process that helped identify inconsistencies and corrections needed. These reflections led to adjustments
to the ontology, and a reflection about previous decisions and element definitions. Explanations, derived
from the ontology and instantiated using real scenarios, shed light on knowledge gaps and semantic
inconsistencies of the domain model. In this paper we have three main goals: (1) to present our ontology
construction process; (2) to highlight a particular situation where results were inadequate; and (3) to
showhow the explanation systemhelped experts and knowledge engineers identify gaps.We also present
lessons learned from the whole process, that may apply in other situations.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Artificial Intelligence (AI) is gaining popularity as a means to
address multiple problems, and expectations are high. Easy Inter-
net access, cheap sensors and an abundance of open information
have created a rich information environment that businesses can
take advantage of. However, it is still a challenge for humans toma-
nipulate such large amounts of data. Machine learning techniques
have become popular in classification domains in which labeled
cases are available [1]. Knowledge-based systems (KBS) are based
on human expertise, and offer a succinct way to cover a domain.
In KBS, the expert knowledge is usually available for review [2], so
that outcomes can be inspected.

At the core ofmany KBS is an ontology describing expert knowl-
edge of a domain, which can be manipulated by an inference
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engine. The ontology is a specification of the relevant concepts and
relationships between them to support predefined tasks [3]. The
knowledge acquisition (KA) process is a fundamental step in this
scenario. Ontology construction may be a top-down or bottom-up
process: the first involves acquiring tacit knowledge from experts’
explanations [4,5], and the second involves acquiring knowledge
by investigating specific cases [6]. The choice of process depends
on the availability of the domain knowledge and experts. The top
down approach fits well when there are available experts with
deep knowledge of the domain. This approach has been used in
many engineering domains, with successful results, particularly
for diagnostic tasks [7–10]. The bottom up approach works better
when there are multiple concrete cases available, from which
knowledge can be extracted and generalized.

Although building an ontology is sometimes equated to an
art, there are well-accepted methods to guide the process, such
as Methontology [11], NeOn [12] and Xtreme Collaboration [13].
Methontology defines the ontology construction process as a pro-
cedure with seven steps: specification, knowledge acquisition,
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conceptualization, integration, implementation, evaluation and
documentation [11]. NeOn focuses on ontology reuse, so finding
and adjusting an existing ontology are the main challenges [12].
Xtreme Collaboration (XC) does not prescribe steps, but goals
that must be achieved by a group of experts during face-to-face
meetings [13], where experts are not allowed to leave until the
goals have been reached. XC tends to speed up the process, as
participants actively try to reach consensus within the given time
frame. In XC, it is important that participants be committed to the
task, and accountable for the results [13,14], so that they engage
in the process in a constructive way (as opposed to accepting
any solution). We combined the Methontology process with XC
techniques to increase expert engagement and commitment to
the KBS, without losing the robustness provided by Methontology.
These techniques have been successfully applied to multiple do-
main areas, but not combined before.

This paper describes the ontology construction process used
to build a domain ontology for a KBS to diagnose failures in oil
drilling rigs. We had successfully used this process before, but
this time, when the system was deployed, feedback about system
outcomes indicated that the ontology needed further revision. This
led not only to a revision of the ontology, but also to a reflection
on the process. An ontology-based explanation feature embed-
ded in the KBS helped us trace the problem back to KA sessions,
from which we extracted three take-away lessons: (1) using toy
problems as examplesmasks conflicts among experts, (2) avoiding
small conflicts during KA leads to larger problems at a later stage
and (3) ontology explanation can be a valuable tool for semantic
validation. In this paper, we present ontology construction pro-
cess, highlighting the issues found with the final version and how
the explanation system helped identify knowledge gaps. The next
section describes the domain, the ontology construction method
and the final system. Section 3 presents our case study in detail,
explaining the construction of an ontology to be used for diagnosis
of failures in oil drilling rigs. A discussion of the case and lessons
learned follows in Section 4, with our reflection on the inadequate
results and their causes. In Section 5 present related work, and the
conclusion and future work are presented in Section 6.

2. Domain and ontology construction method

In this section we briefly present the domain involved, the
method adopted for the construction of this ontology and the KBS
itself.

2.1. Problem domain: diagnosing failures in oil drilling rigs

Onshore oil production involves drilling deep holes in oil reser-
voir areas located inland. This process requires an artificial lifting
method to extract oil from the reservoir and bring it to the surface.
When compared to offshore drilling, this is a simple process that
involves a set of about 100 pieces of equipment (schematically
illustrated in Fig. 1). These are organized into systems, such as:
surface system, sub-surfacing system, tubing components, sucker
rod system and casting. For example, the subsurface system is
composed by a plunger, pump barrel, gas anchor, traveling valve
and standing valve.

The oil drilling rig is a mechanical system composed of a set of
equipment organized to achieve the overall function of lifting oil
from the underground reservoir to the surface. An ontology repre-
senting this system is shown in Fig. 2. The ontology was encoded
in OWL1 using WebProtege,2 as shown in Fig. 3. In this model,

1 Available at https://github.com/avivacqua/BM-Ontology or at https:
//webprotege.stanford.edu/#projects/6d44e83e-029e-4bda-8a0c-44d31dc62f4c/
edit/Classes?selection=Class(owl:Thing) (WebProtege login required).
2 https://webprotege.stanford.edu/.

each component is a piece of equipment with a form, performing a
behavior to achieve a function. The sucker rod is a cable (form),
which is connected to the pumping unit. As the beam pumping
system rocks back and forth (behavior), it triggers (function) the
rod string, the sucker rod and the sucker rod pump.

Each equipment is subject to environmental and operational
conditions, such as: local weather, reservoir corrosion rate and
operators’ skills. The performance of each equipment affects the
overall performance of the oil drilling rig system. In case of anoma-
lous operating conditions or inadequate oil well production perfor-
mance, the reservoir manager will be contacted to decide whether
production should be shutdown. Whenever a failure occurs in an
underground component (sub-surface equipment, tubing, sucker
rod), the entire systemmust be taken apart, so that all components
can be sent to the mechanical workshop for verification. This
means oil production ceases until the equipment is replaced. Thus,
maintenance means ceasing or reducing oil production, which
causes economic losses and may become a business problem.

Corrective maintenance happens only when a piece of equip-
ment breaks down unexpectedly. This is the worst possible situ-
ation, because maintenance teams may not be available at short
notice, or may not have the components required for replace-
ment. This usually leads to long periods of production stoppage.
To avoid this situation, preventive maintenance is periodically
scheduled. Preventive maintenance involves stopping the whole
production site based on a predefined schedule, even when there
is no indication of failure. This means that equipment may be
stopped unnecessarily (nothing to fix/tune), wasting time and
money. In addition, maintenance plans are generally formulated
based on manufacturer schedules for inspection and substitution
of new equipment. However, refurbished equipment is frequently
used as a replacement for new ones, and may require different
maintenance plans. Predictive maintenance tries to balance the
advantages and disadvantages of both preventive and corrective
maintenance. It involves trying to predict when the equipment
will fail and scheduling preventive maintenance before it does.
This is a probabilistic approach, and usually more cost effective,
but it requires enough understanding of the process for accurate
predictions to be made.

Brazilian onshore oil production is small: up to 5K Barrels
per day (BPD) per drilling rig (as a point of comparison, offshore
production may reach up to 100K BPD per well). For this reason,
maintenance of onshore oil wells is not a high priority for Brazilian
oil companies. In addition, there are about 5000 onshore drilling
rigs, spread over a very large geographical area (thousands of kilo-
meters), and these are serviced by a single onshore maintenance
division. Thus, maintenance logistics is a complex problem.

The maintenance crew is small and must travel around the
country carrying specialized equipment (to service the rig) and
replacement equipment (to substitute faulty parts). Once local
repairs are done, the crew must bring back the broken parts to
the mechanical shop. All of this back and forth is a costly pro-
cess for the organization. Drilling equipment is highly affected
by environmental conditions, such as reservoir toxicity, soil type,
weather conditions and location. When a piece of equipment fails
it is always substituted for another onewhile the faulty equipment
is taken away for maintenance. This is done to reduce cost and
production downtime.

It is important to notice that whenever an intervention occurs,
all of the parts removed from the well must be inspected, tested
and diagnosed for repair (if necessary), or documented regarding
usage and storage. Interventions involve taking the entire well
apart and putting it back together, and exchanging faulty com-
ponents in the process. As mentioned before, replacement com-
ponents may not be new ones, they may be refurbished items.
This means that the replacement parts’ condition should be able
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Fig. 1. Onshore oil production equipment main components.

to withstand the site’s corrosion rates. These conditions are in-
ferred by observing, over time, equipment degradation between
maintenance cycles. During each cycle, inspection procedures and
tests are performed on the equipment component to characterize
the failure. Based on international standard ISO 14224 and expert
experience with the diagnostic process, the following elements
characterize each failure:

• data: data describing the event (failure);
• descriptor: evidence of equipment failure;
• mechanism: physical, chemical or other process leading to a

failure;
• mode: observable consequences of the failure;

• root cause: circumstances associated with design, manufac-
ture, installation, operation and maintenance, probably lead-
ing to a failure;

• agent: agent responsible for the failure.

Failure descriptor, mechanism and mode are used as evidence
to determine an equipment’s usage status and to determine root
causes and the underlying cause agent for a failure. Depending on
the component, there will be a set of possible causal agents and
expected causes. Experts use a combination of widely accepted
diagnostic method such as Failure Modes and Effects Analysis
(FMEA) [15] and Fault Tree Analysis (FTA) [16] to build a root cause
tree for each oil well rig failure.
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Fig. 2. A partial view of the equipment ontology with attributes, redrawn for clarity.

For example, a production loss in an oil well occurs whenever a
leak on the Column String or on the Subsurface Pump is detected.
A leak on the column string means there is a hole in the Tubing,
which is an expected consequence environmental corrosion of
the reservoir. On the other hand, a leak on the pump reflects
a problem in the valve ball, which is generally a manufacturing
problem, caused by the equipment producer (manufacturer). Fig. 4
illustrates this example.

Diagnosing and predicting a failure requires expertise and a
broad knowledge of the domain. In addition, selecting the equip-
ment to be swapped in during maintenance is a complex issue,
which can be modeled as a multi-objective optimization problem
[17–19]. Multiple factors need to be taken into account, such as
reservoir corrosion levels, operation complexity and maintenance
schedule. The optimal solution will be to select refurbished equip-
ment that can resist corrosion for the longest time, and that is
easiest to replace, considering the available maintenance crew
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Fig. 3. The ontology in OWL can be found at.

Fig. 4. A partial view of a resulting root cause analysis.

travel schedule and distance. To handle this problem, a KBS was

introduced, which had an ontology at its core.

Fig. 5. Requirements Specification.

2.2. Construction process: Methontology and Xtreme collaboration

The ontology construction process adopted was a combina-
tion of the Methontology [11] method with Xtreme Collaboration
dynamics [20]. We had successfully used this combination for
ontology construction in previous projects, so it made sense to use
it again.

Xtreme collaboration [20] is a method for knowledge acquisi-
tion that brings together a group of people with a common goal,
well defined and strict time limits to achieve it. Being physically
collocated forces people to concentrate on the task at hand and
simplifies knowledge sharing and group awareness. In meetings,
experts become aware of the multiple points of view, which leads
them to think about the different issues and try to reach an agree-
ment while constructing the knowledge model. The environment
is set up so that experts have access to domain-related material
they can refer to if needed.

Methontology [11] is an established methodology for ontology
construction, composed of the following steps (these do not have
to be executed in this particular order, but should be part of the
process):

• Specification, where requirements indicating the purpose
and scope of the ontology are explicitly documented;
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Fig. 6. Ontology Construction process: KA, Conceptualization and Integration steps were conducted using Xtreme Collaboration dynamics. An additional step of ontology
Validation was conducted after Integration (still in Xtreme Collaboration conditions), so that the conceptual model was verified by the experts before implementation. The
Xtreme Collaboration loop continued until ontology creation was finalized.

• Knowledge Acquisition, where expert knowledge is captured
and organized, usually throughmeetings and questionnaires;

• Conceptualization, where domain elements are structured
into a conceptual model;

• Integration, where information from other ontologies is tied
to the representation under construction;

• Implementation, where the ontology is encoded using a stan-
dard, formal language, such as Prolog or OWL;

• Evaluation, where the ontology and its use are evaluated; and
• Documentation, which is elaborated as the ontology is built.

In our case, we introduce a Validation step after Integration,
prior to Implementation, Evaluation and Documentation. This is
to ensure that the conceptual model is correct and accepted by
experts before investing time and effort with implementation.
Specification was the first step in our project, conducted during an
initial meeting between the main client, ontology engineers and
participating experts to agree on project goals and define what
should be built. An example of the requirements document can
be seen in Fig. 5. This document would drive the remainder of the
process.

Knowledge Acquisition, Conceptualization and Integration,
along with the added Validation phase, were conducted under
Xtreme Collaboration conditions: the group worked together in
facilitated face-to-face meetings that eventually led to agreement
regarding the concepts and relationships in the ontology. These
activities were repeated until the ontology construction came to
an end. In between meetings, KEs would search for applicable on-
tologies and bring them to the meeting for discussion and possible
integration (Integration step). KEs also revised and consolidated
the model, generated formal questionnaires for validation and
preparedmaterial for the next meeting. Sometimes, KEs would ask
experts to bring more information or example cases to the next
meeting (these taskswere referred to as homework). The beginning
of eachmeeting consisted of a group reviewof the current ontology
(Validation step), to ensure the model was correct before moving
further.

Implementation and Evaluation were conducted by KEs and
an implementation team, after the meeting cycle had finished.
The full system was then evaluated by the experts (who were
also the intended users), and final documentation was generated
(Documentation step). It should be noted that part of the docu-
mentation was generated in betweenmeetings, as KEs revised and
consolidated the ontology for review at the nextmeeting. This sped
up the Documentation step later on, as much of the ontology had
already been previously summarized. Fig. 6 shows the ontology
construction process.

2.3. A KBS to diagnose failures in onshore oil rigs

MechDrill (MD) is a project to build a KBS to diagnose oil
drilling rig failures. MD-KBS, illustrated in Fig. 8, was designed
to help petroleum engineers (the users) diagnose problems based
on sensor data and symptoms observed during operation. Sensor
readings are continuously recorded, and the onshore oil drilling rig
site description is input at the beginning of the operation or when
changes happen. On site operators report anomalous equipment
behavior, and site supervisors assess the status of all onshore oil
drilling rigs as part of their weekly routine.

We implemented the MechDrill knowledge-based system (BM
system in Portuguese [21]) in JAVA, and knowledge was repre-
sentedusingDrools (Java Rule Engine). The knowledge base is com-
posed of 157 inference rules. Each rule is represented as Condition–
Action pairs, encoded in XML, such as the one shown in Fig. 7.
The system was implemented, validated and deployed. It has been
successfully used in the Brazilian oil company in real situations.

Diagnosis is an on-demand activity: when requested, the sys-
tem combines data from multiple sources, applies the heuristics,
searches for similar cases and infers the status of every equipment
and system at all sites. In case of failure, the system also engages
in root cause analysis to infer the causes. In addition, the system
designs a maintenance plan taking into account the maintenance
crew’s routes, availability of replacement components and number
of acceptable refurbished parts.

The domain ontology is a core element of theMD-KBS: it guides
computational reasoning and provides the basis for creating expla-
nations for the answers. The ontology covers artifact description,
including the oil drilling rig system and its subsystems (e.g., the
hydraulic system). It defines not only the different dimensions of
the problem and their correlations, but also the range of possi-
ble values for each variable. For instance, each Intervention has
a number of associated variables (or attributes), which are the
dimensions for analysis. These attributes include, among others:
equipment, cause of failure, type of failure, failure mechanism,
failure mode and resources needed for intervention. Each of these
attributes has a fixed set of possible categorical values specified
in the ontology. The oil rig failure diagnosis ontology was created
with three goals in mind:

• Creating common ground among experts: although the group
of experts was from the same company, they came from
different locations, followed distinct schools of reasoning and
had different experiences. Frequently, they adopted different
strategies to diagnose problems. The process of building the
ontology helped build a shared knowledge base containing
the aggregated know-how of the organization;
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Table 1
Participants profile.
Id Role Place Background Experience

1 Expert Coord. RJ Petrol Eng. Average
2 Expert ES Petrol Eng. High
3 Expert BA Petrol Eng. High
4 Expert AL Petrol Eng. High
5 Expert SE Petrol Eng. High
6 Expert SE Petrol Eng. High
7 Expert RN Petrol Eng. High
8 KA Modeler RJ KE None
9 KA Coord. RJ KE None

Fig. 7. Sample diagnosis rules.

• Representing the diagnosis rules to be used by the KBS sys-
tem; and

• Creating a script for automatic explanation generation (to
explain KBS results).

In the next section, we describe the ontology creation process
in detail.

3. Building an ontology for oil rig failure diagnosis

In this sectionwe present the process of constructing theMech-
Drill ontology. We begin with a description of the participants,
followed by a description of the process and the ontology.

3.1. Participants

Our study involved a group of seven experts from the same
company, presented in Table 1. They have similar backgrounds, but
work at different sites, located in different Brazilian states. Their
local environments are very different regarding weather, number
of employees and size of the drilling site. However, they share
the same maintenance problems and maintenance crew services.
They are all very experienced petroleum engineers and, except for
an Expert Coordinator from the central office, all played the same
role of Expert in the knowledge acquisition process. The meetings
were all face-to-face meetings. Participants’ workplaces were very
distant from each other, so they had to travel to attend meetings.
They were officially assigned by the organization to participate in
the knowledge acquisition sessions.

3.2. The knowledge acquisition process

Prior to the start of the process, the expert coordinator pro-
vided extensive material and bibliography to get the knowledge
engineers (KEs) acquainted with the domain. The group of experts
did not receive any training or previous information concerning
ontology or its construction. The knowledge acquisition sessions,
conducted over a period of 6 months, were necessary to under-
stand the domain and build the domain ontology. Each session took

about 4 h, although the first and the last ones took the full day. At
the beginning of each session, the goal for that meetingwas clearly
defined, in accordance with XC dynamics.

The knowledge acquisition process, illustrated in Fig. 9, involves
two roles: the KEmodelers and the experts. At the beginning of the
project, during Specification phase, KEmodelers gathered from the
experts:

• domain related questions the final ontology should be able
to address, such as:What is the difference between an accident
and a state of non-conformity? and

• a set of relevant cases that should be covered by the ontology,
which were retrieved from the company databases.

This material was used to guide the following KA meetings
and adjust the ontology at each iteration. After the specification
had been defined, the process entered an acquisition–
conceptualization–integration–validation cycle, which reached an
end only when the ontology was completely defined and ratified
by experts. The cycle involved XC meetings, plus pre- and post-
meeting steps. These steps are necessary to consolidate the infor-
mation acquired during the meeting and to prepare for the next
meeting. At the very beginning of the cycle, KEs checked whether
therewere any ontologies to be integrated to the project. Nonewas
found, so the integration phase was skipped (had there been one,
its concepts would have been brought for in-meeting discussion).

3.2.1. Pre-meeting
Prior to each meeting, KEs prepared a presentation of the cur-

rent stage of the ontology, so experts could review the work as it
progressed. KEs also formulated an agenda and defined the semi-
structured guidance necessary to run the KA sessions (questions
and cases). They prepared questions to tease out information from
experts, and searched for cases to help illustrate and ground dis-
cussion.

In addition, each participant was usually asked to bring one or
more case studies to help explain the concepts to be covered in the
meeting. They stated they selected the cases thatwould best clarify
their explanations at later interviews.

3.2.2. In-meeting
The first session followed an open brainstorm style, so that

the initial concepts could be defined, at a high level of abstrac-
tion. These concepts then formed the basis for the organization
of the following meetings, subdividing the ontology into topics
and working on detailing these different sections, one at a time.
The remaining sessions were semi-structured, and started with a
review of the current ontology and validation of the work done
in previous sessions (which usually took about 30 min). This was
followed by a guided discussion on the topic of the day.

The face-to-face groupmeetings started with the KE presenting
the existing ontology using a standard script to explain its ele-
ments, and then define the goals of the meeting (this was usually
to work on the definitions of a section of the ontology). During the
explanation, experts pointed out errors or misunderstandings in
the ontology that needed to be fixed, and further discussed any
outstanding points.

Questions prepared by KEs started the discussion among the
experts, whowere steered towards agreement by KEs. Periodically,
KEs summarized the decisions and revised the goals for the meet-
ing, so that the group stayed on track. Fig. 10 shows one of the
sessions with its participants in action. Participants used slides,
drawings,writings and exercises to explain their points of viewand
discuss concepts. Experts discussed the concepts using examples
and counterexamples within themeeting time frame. On occasion,
experts would take some time to search for material to better
explain their points of view during the meeting.
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During discussion, if no conflict was detected, the concept
was considered validated. When conflicts happened, experts were
given some time to discuss and resolve them during the meeting.
In the case of conflicting deadlocks, KEs would stop the discussion
and ask participants to bring extra material for discussion at the
next session. This material should provide support for experts’
arguments and/or example cases to illustrate the concepts under
discussion. All sessions were videotaped to help KEs encode the
concepts and update the domain ontology.

The final part of the meeting (about 10 min) involved a quick
summary of the work done during the meeting; verifying if the in-
tended goals had been met; scheduling and setting the discussion
points for the next meeting; and defining activities that experts
had to do in betweenmeetings (homework). These usually involved
searching for information and/or real cases to illustrate a particular
conflicting or questionable element.

3.2.3. Post-meeting
After each meeting, KEs consolidated and organized the mate-

rial not only to prepare for the next meeting, but also to prepare
a validation questionnaire. This questionnaire was sent to experts
so they could answer between meetings. There were questions
about the representation (the ontology itself), the perceived degree
of participant conflict and the depth of meeting discussion. The
partial ontology (outcome of the meeting) was sent to the team
to get official approval from each of the participants. Each partic-
ipant had to state his/her level of agreement with the elements
presented, and this was considered an official document for which
participants could be held accountable. If they were not in agree-
ment, they could request that further discussion be conducted
about some of the elements. Answers to the questionnaire helped
organize the agenda for the next meeting.

It should be noted that this post-meeting ontology consolida-
tion greatly helped the documentation phase: parts of the ontology

Fig. 8. The MD-KBS architecture.

Fig. 9. The Xtreme Collaboration meeting process dynamics, highlighting the major activities for the Expert and KE roles at each moment of the process: Pre-meeting,
In-meeting and Post-meeting. The process loops back with the results of experts’ validation feeding into the pre-meeting stage for the next meeting.
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Fig. 10. Knowledge acquisition session.

were documented so that they could be reviewed at meetings,
which meant that the final documentation stage involved mostly
putting these parts together. The resulting ontology has about 400
concepts and each concept has and average of 10 unique values
(possible instances). For example, when instantiated, the concept
Root Causemayhave one of the following concrete values: Improper
Manufacturing; Faulty Operation; Hazardous Environment; Lack of
Maintenance; Poor Design Specification (among others).

3.3. The drilling rig diagnosis ontology

The final ontology describes the multiple artifacts found in an
oil drilling rig system and their relationships. The main goal of
the system is detecting and explaining equipment failure, so each
artifact’s behavior is described as an expected behavior and an
observed behavior. These allow the system to detect anomalies
(when a potential problem is happening). Possible causes (imme-
diate and root causes) are mapped so that the system can reach a
diagnosis.

The ontology describes an oil drilling rig system as an engineer-
ing system composed of equipment that in turn are made up of
components that may also be composed of smaller components.
Components, equipment and the system itself are artifacts that
accomplish a function, perform a behavior and have a form. An
artifact is designed according to a specification that conforms to
the expected form, function and behavior. It is constructed under
given conditions, to operate under certain operational and envi-
ronmental conditions. Sensors are embedded in artifacts and their
measurements reflect the artifact’s perceived behavior, whichmay
indicate an anomaly when compared with its expected behavior
(defined in the design specification). An Anomaly is caused by an
Immediate Cause that sometimes hides the true reason, called a
Root Cause. Electrical System Shutdown, Sensor Failure and Rotor
Blade Failure are examples of Immediate Causeswhile Lack of Main-
tenance and Hazardous Environment are examples of root causes.

The ontology was documented using a semantic graph, a for-
mal representation (rules in the KB) and a textual description for
human understanding, as shown in Tables 2 and 3. This material
was used to guide knowledge acquisition and also for the imple-
mentation of the ontology.

3.4. Ontology explanation and validation

The quality of any ontology-based system will be, at best, as
good as its ontology. There are methods, such as oQual [22] and

Table 2
Ontology documentation template-CONCEPT.
Concept Attribute Value

Name String
Description Textual explanation
Presentation Order Display order during the explanation
Values Anything
Calculation Method Pointer to relationship
Evaluation Method Pointer to relationship
Dependency Pointers to affecting concepts
Effect Pointers to affected concepts
Data source Source for data entry
References Literature, case examples and KA Id

Table 3
Ontology documentation template-RELATIONSHIP.
Relationship Value

Name String
Description Textual explanation
Method Heuristic, Mathematical formulas, Process
Input Concept Pointer to concepts
Goal Concept Pointers to concepts
References Literature, case examples and KA Id

OntoClean [23], and tools, such as, OOPS! [24] andMoKi [25], to as-
sist ontology validation. Nonetheless, the validation focus has been
on syntactic issues, such as identifying cycles or language non-
compliance. However, semantics also impacts system outcomes.
By semantic validation, we mean human understanding of and
agreement with the ontological representation. This should also
include evaluation through analysis of system outcomes.We could
draw a parallel with a computer program, inwhich syntactic errors
are identified through inspection by the compiler and semantic
problems are only identified at run time. Problems with ontology
syntax can be identified a priori, while semantic problems require
running cases. Given that the ontologywas part of a computational
system, it had to be properly validated, or the system would be
fated to fail. In this section we describe our ontology evaluation
process.

There are many approaches to ontology evaluation [26]: the
most common are through human assessment [27] and task re-
sult comparison [28]. The first approach is subject to human in-
terpretation and checks overall acceptance of the given domain
conceptualization by the group that built it or that is going to
use it. The second checks precision by verifying whether the task
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the ontology was designed for was accomplished. No matter the
approach, an ontology should be checked consideringmany facets.
Gangemi [22] lists the following dimensions to take into account
when evaluating an ontology:

• the structural dimension which concentrates on syntax and
the formal semantics of the ontology;

• the functional dimension reflects the intended usage of the
ontology and its components;

• the usability-profiling dimension focuses on the communica-
tion context of an ontology.

There are many supporting tools to assist structural evalua-
tion, especially if the ontology is represented as a semantic graph.
Knowledge coverage, graph depth and term consistency are some
of the metrics that can be used. Guarino [23] suggests checking
structural conformity by looking at concepts such as essentiality,
rigidity and unity. Functional evaluation involves checking the
mapping between the concepts and the world itself. It depends on
human acceptance of the conceptualization of the domain. Preci-
sion and accuracy are the most frequently used metrics. Usability-
profiling is also dependent on human interpretation, but deals
with the synthesis of the content and not only with subsets of the
domain. People sometimes agree on ad hoc conceptualizations but
strongly reject the outcomes reached by using the ontology.

We evaluated our ontology considering the structural, func-
tional and usability dimensions. At each ontology revision, we
visually inspected the semantic graph looking for cycles and in-
consistencies. Afterwards, we used a formal language to represent
the concepts and ran examples to identify systematic problems.

As mentioned earlier, the domain ontology was used as the
basis for the knowledge base and inference rules, and was also
used to generate explanations about the system’s rationale when
a solution was reached. This is accomplished by following the
concepts in the ontology and their relations. In addition to pre-
senting experts with results to assess correctness, the systems
provides a computationally constructed explanation to make sure
the decision process was accurate.

The explanation followed a systematic script. Instead of pre-
senting the entire semantic network at once, it connects parts of
the ontology using a story-like thread. Each concept’s explanation
naturally flows from previous ones, as the explanations delve into
more detail on each element involved in reaching a solution. This
approach helped the experts understand not only the rationale
underlying the system’s results, but also KEs’ understanding of the
knowledge contained in the ontology.

This explanation script was used at each meeting, during the
initial validation phase and was then implemented for use in
the ontology-based explanation for the KBS. During meetings, the
explanation followed a systematic, but not automatic, generation
process (automatic explanation generation was only implemented
in the final system). The explanation follows a presentation order
that is indicated in each concept’s attributes, and was adjusted to
maximize user understanding. Fig. 11 illustrates a simple example
of the ontology explanation script.

The questionnaires used in betweenmeetings asked experts for
different ways to define concepts, the possibility of excluding or
merging concepts, the understandability of the ontological rep-
resentation and the mapping of the concepts to the real world
domain. The goal of the questionnaire was to check structural,
functional and usability aspects of the ontology with experts. In
parallel, we computationally encoded the ontology to look for
systematic inconsistencies and flaws. We used a rule-inference
engine coupled with the ontology representation and checked the
partial results looking for flaws in the knowledge base. There was
no systematic pattern for refining the ontology, but the number of
required changes to existing concepts diminished as the ontology
grew, which can be seen as a sign that the model was converging.

Fig. 11. Ontology explanation script.

3.5. Expected vs actual system outcomes

Even though we followed a straightforward procedure for
building the ontology, system outcomes were inadequate when
running real life cases, and experts sometimes disagreed with
system’s results. There were a few scenarios in which our experts
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agreed with the system’s diagnosis, but disagreed with the root
causes (these situations were labeled partial agreement). In other
cases, some experts, but not all of them, disagreed with the entire
results (these situations were labeled conflicting agreement). There
were also scenarios in which the group agreed with the system’s
diagnosis, regarding which part was affected, but not exactly on
which specific component failed (these situations were labeled
superficial agreement). This led to a review of the ontology, and a
reflection on the process, to try to understand what caused this
mismatch between the model and its application. It should be
noted that the experts were willing to go back to the ontology and
work with us on alterations because they felt as responsible for
the ontology as the KEs. The process of collaboratively building the
model generated accountability so they also wanted to make sure
the project had good results. We feel this is a consequence of their
involvement in the creation process during XC meetings.

After fixing the model, we went back to interview experts, in
order to better understand what had caused these error situations.
We conducted semi-structured interviews, using the ontology-
based explanations to show the rationale for answers provided
by the KBS. This investigation led to the observation that two of
the experts systematically disagreed with each other and with the
results. The results provided by the system for the concrete cases
were in accordance with the organization’s reported diagnosis.
These had come from these experts’ divisions, so we had expected
they would agree with them, but that was not the case.

We identified three conditions for a mismatch between the
expected answer and the one provided by the KBS:

• Expert disagreement with details, based on their beliefs and
training. In this case, nothing can be done to accommodate
the expert. The organizational perspective prevailed, but an
observation was made that this was not consensual knowl-
edge.

• Missing concepts that would better distinguish the specific di-
agnosis. This condition was noticed due to actual cases that
pushed the limits of the ontology scope. This called for ad-
ditional meetings to refine the ontology and add the missing
concepts.

• Concept misrepresentation in the ontology. This condition hap-
pened when the experts agreed among themselves but dis-
agreed with the explanation provided by the KBS. This is an
actual error that should be taken into account when measur-
ing the system’s precision. In this case, the error needed to be
investigated and a revision to the ontology was necessary.

The following sections further discuss the takeaway lessons we
learned from these observations.

4. Discussion and lessons learned

Using video recordings of knowledge acquisition sessions as a
basis, we investigated possible reasons for the wrong outcomes
and reflected on the process as a whole, to extract lessons that
could be observed in our next projects. In this section, we discuss
the results of our reflection in action.

4.1. The semantic validation challenge: ‘‘Everything looks fine from a
distance..."

In some of the cases, the general diagnosis was accepted by
experts, but more specific elements were questioned. For instance,
in one situation, all experts agreed that the problem was caused
by a hydraulic system failure, but disagreed on the specific faulty
component.

Looking back at the knowledge acquisition video records, we
could identify this agreement/disagreement pattern. Experts

tended to converge at an abstract level of diagnosis, but disagreed
at more detailed levels. Checking their backgrounds, we verified
that they came from different schools of reasoning and worked in
very different operational settings, which led to different experi-
ence andworking knowledge. This should be a reason to enrich the
ontology and addmore detail to accommodate the differences, not
impoverish it. This observation led us to our second observation.

4.2. The dangers of conflict avoidance

The seven experts that participated knew and respected each
other, and hadworked before in related projects. They collaborated
for almost six months to construct this ontology, coming together
at least once a month, answering ontology evaluation question-
naires, reviewing materials and arguing among themselves until
consensus on the domain conceptualization was reached.

Reviewing the video recordings of the ontology construction
sessions, we observed that participants deviated from concrete
cases at meetings, using instead toy examples to explain how each
concept fit in specific situations. Knowledge acquisition sessions
lasted more than 4 h, sometimes the entire day. Sometimes, ex-
perts would try to avoid conflicts with each other as time passed.
They would speak in abstract terms or more generically about
rules and concepts, which later did not fit the real life scenarios.
This might have been a reason for the poor result seen later on:
the ontology was not appropriately anchored on the real world.
While more abstract concepts and theoretic rules may apply to
toy problems, they do not fit well to real world scenarios. Still,
this situation was unexpected, since the entire groupwas officially
accountable for the quality of the system and the intermediate
verification questionnaires were signed by all participants.

4.3. The importance of diverse and real cases

This follows from the previous two lessons Actual real-life cases
were much more fuzzy and complex when compared with the
examples selected by the experts. When questioning the experts,
all of them stood by their choices advocating that the selected
examples had educational value. They did not realize the need
to discuss exceptions and more complex cases. In fact, they did
not realize what they called exceptional situations also happen
frequently and can have serious consequences. In future cases, we
will enforce the usage of real life examples for illustration, avoiding
abstract generalizations.

4.4. The role of explanation in ontology validation

The explanation played a fundamental role in the identification
of problems with our ontology. The explanation followed a script
that navigated through the ontology to explain a result, given a
set of symptoms and the context in which the failure happened.
Experts could follow andunderstand the ontology and pinpoint the
incompleteness, flaws and interpersonal disagreements.

These observations led us to include in our KA process a random
selection of case examples, prototyping ontology-based explana-
tions (even without the KBS ready), as recommended by agile
software development methods [29]. We are now applying this
new method in other projects.

4.5. The value of expert involvement

Experts were highly involved in ontology construction in the
MechDrill project. While we have involved domain experts in on-
tology construction in previous projects, the XC dynamics applied
to the discussion and continuous revision process generated higher
participant commitment and a feeling of ownership towards the



Please cite this article as: A.C.B. Garcia and A.S. Vivacqua, Grounding knowledge acquisition with ontology explanation: A case study, Web Semantics: Science, Services
and Agents on the World Wide Web (2019), https://doi.org/10.1016/j.websem.2018.12.005.

12 A.C.B. Garcia and A.S. Vivacqua / Web Semantics: Science, Services and Agents on the World Wide Web xxx (xxxx) xxx

Table 4
Comparison of projects involving ontology construction.
Project Domain Project Ontology Number Construction Results

Goal Usage Experts Process

ADDVac Ventilation and Project KB construction 1 Methontology Design assistant tool
Air Conditioning Design and and Inference successfully developed
System (HVAC) Documentation and deployed

ADDProc Design and Project KB construction 17 Methontology Design assistant tool
Processing Plant Documentation and Inference successfully developed
Processing Plant Documentation and Inference but not deployed

ADDDut Oil Pipeline Failure KB construction 4 Methontology Failure diagnosis tool
Diagnosis and Inference successfully developed

and deployed

ADDSub Oil Pipeline Design and KB construction 4 Methontology Design assistant tool
Documentation and Inference successfully developed

and deployed

DMRisk Failure Records Managerial Data Mining 8 Methontology Root cause analysis tool
Oil Production process analysis + XC successfully developed

and deployed

MechDrill Onshore Failure KB construction 7 Methontology Failure diagnosis tool
Oil Drilling Diagnosis and Inference + XC successfully developed

and deployed

ontology. Experts felt accountable for the final product and its
results, as they had spent considerable time arguing and defending
their perspectives. Experts had an active role building the ontology,
not the knowledge engineers (who served as guides and facilitators
at meetings). This is an important distinction, as some of our
previous projects have shown. In previous projects with the same
company,we experienced anumber of different configurations and
refined the ontology construction technique. These projects are
summarized in Table 4 and explained below.

ADDVac involved only one expert, who was also intended the
user, in the creation of an ontology for a system to assist and
document design choices, specifically for the domain of ventilation
and air conditioning (VAC) systems for oil production plants. The
project applied case-based reasoning techniques and the ontology
was used as the basis for reasoning and explanation. The system
had satisfactory results and was adopted by the company, being
used in real life scenarios. Ontology construction was conducted
in a traditional way, with interviews and document reviews for
knowledge acquisition, and followed the Methontology process
closely.

ADDProc involved multiple experts to help design the ontology
that would serve as the basis for a KB and inference engine in a
system to assist and document design choices for the domain of
offshore oil production plants. This domain is more complicated
than VAC, and involves multiple interconnected systems and ex-
perts responsible for each one. Ontology construction also involved
interviews and document reviews with each expert individually,
and followed the Methontology process fairly closely. This project
also applied case-based reasoning techniques. The system had
satisfactory results but was not adopted by the company, it was
never used in real life. We believe that the fact that experts did not
actively engage in the process and discuss among themselves led
to the system not being adopted.

ADDut also involved multiple experts, who designed an ontol-
ogy that served as the basis for a failure diagnosis decision support
system. The company wanted to detect problems as soon as they
occurred, to avoid environmental disasters caused by oil spills. The
company uses sensors and mathematical models to detect leaks,
but with low accuracy. They wanted to test other techniques to
improve results. Domain experts were engineers and operators
with more than 10 years of experience. KA took more than the
planned 10 sessions, but the system was developed and deployed
with good results.

Multiple experts were also involved in ADDSub. Although the
domain was very complex, involving a multi-objective optimiza-
tion function in which decisions were highly dependent on each
other, experts were used to working together, so there was not
much conflict among them. They designed an ontology that served
as the basis for a layout algorithm: pipeline layout accounts for
about 30% of the total platform cost, which reaches billions of
dollars. The ontology was constructed in a classic fashion. The
system yielded good results and was deployed at the company.

DMRisk also brought together multiple experts, to design an
ontology that served as the basis for a data mining algorithm. This
was part of a system to assist upper management in the aggregate
analysis of oil production plants (based on incident reports). This
was a strategic project for the company, and pressure was high
for it to work. Experts worked at an upper management level,
and had a strong understanding of the processes and unexpected
events that might happen at an oil production plant. We applied
XC techniques in this project, and experts came together weekly
to discuss and construct the ontology. The system yielded good
results and was adopted by the company at a strategic level.

MechDrill is discussed in this paper. It involved multiple ex-
perts, who designed an ontology that served as the basis for a KB
and inference engine, in a system to diagnose failures in pumping
equipment. Given the previous results, we again applied Methon-
tology coupled with XC techniques, refining the process and the
steps. The final ontology required added revision, but the system
yielded good results and was adopted by the company, being used
frequently.

Looking back at these previous projects and talking to experts
involved, one of the most striking distinctions seems to be the
increased acceptance and adoption of projects created using XC
dynamics, particularly when multiple stakeholders are involved.
ADDVac involved only one expert, so there was no disagreement
during project construction and adopting XC did not make sense.
ADDUTwas a simple domainwith an existingmathematical model
to guide the domainmodel. ADDSub involvedmultiple experts in a
complex domain, but with little disagreement among the experts.

In projects dealing with complex domains and involving multi-
ple stakeholders with conflicting points of view (such as ADDProc,
DMRisk and MechDrill), the application of XC led to a semi-formal
agreement on how to address the task, more commitment on the
team, and a feeling of ownership of the ontology and the whole
project. Being involved in the project also made them accountable
for the results. Since they had validated the partial ontology at
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intermediate stages and the full model at the end, they were also
responsible for system outcomes, good or bad. This generated
stakeholder buy-in, an interest in seeing the project succeed and
also drove adoption at a later stage.

DMRisk andMechDrill both adopted the samemethodology for
ontology construction, but MechDrill was the only one where the
system’s results where inadequate and a revision of the ontology
was necessary after implementation. We investigated what fac-
tors could have caused these poor results (these were reported
in previous subsections). It should also be noted that the added
accountability created by the XC process meant that experts un-
derstood the need to participate in the revision and were willing
to spend time on it. Thus, we believe expert involvement in the
whole process is important to generate more commitment to the
process and drive system adoption, and XC is one way to achieve
that.

4.6. User impressions

After deploying the MechDrill system, we conducted two focus
group interviews: one with KEs and another with domain experts.
We were interested in their perception of the KA process and the
quality of the outcome (the KBS system). The interviews were
planned to take about 1 h each. They were annotated for further
analysis. We asked five type of questions:

1. KA process evaluation: All meetings had a set of pre-defined
goals to be reached. There were no pre-defined duration for
the meetings, but, instead, an expected outcome. What is
your perception of that? Did it work? Could you adjust to
meeting dynamics? Cite your perception on pros and cons
about that.

2. KA participants’ role: What is your perception of the KE
role in the KA meetings? What was your perception of the
domain experts’ role in the KA meetings?

3. Conflictmitigation:Howwere conflictsmitigated during the
KA meetings? What would you have done differently had
there been no time constraint?

4. Ontology quality: There were some problems with the first
complete ontology. From your point of view, why did these
happen?

5. General perception: From your perspective, what are the
positive and negative aspects of the KA process?

Only 5 out of the 7 domain experts participated in the focal
group interview due to the logistics of bringing in two that lived
in distant states. The interview with domain experts lasted longer
than the expected 1 h. The two KE participated in a separate focus
group. Table 5 shows a summary of observations gathered in these
interviews. There are pros and cons to imposing a strict time frame
on discussions and strict goals for meetings. Ontology creation
is faster, experts develop a feeling of ownership and conflicts
focus on technical issues, but concepts might be superficially ex-
plored. Including an ontology-based explanation was fundamental
to identify flaws and inconsistencies that the toy examples used
during the meetings did not reveal.

5. Related work

Research on ontology engineering has been plentiful in recent
years, with a number of case studies being presented (e.g.: [29–
35], among others). Research focuses have varied depending on the
KA phase, from initial knowledge acquisition [30] to knowledge
evolution and maintenance (e.g.: [32,36]), and on specifics of ap-
plication domain areas (e.g.: health tourism [33], philosophy [37]
and biomedical resources [35]).

Many researchers focus on the use of ontology to provide a stan-
dardized vocabulary to describe elements in a domain (which in
turn increases interoperability) [31–35,38]. This has been a recent
emphasis of ontology research, and,while an important one, is very
different from ours. In these cases, ontology is used to annotate
resources and help retrieve them at a later stage, using methods
such as Keyword Expansion. Our goal, in contrast, was to build a
system that uses the ontology not only for annotation, but also as
a basis for reasoning and explanation using inference mechanisms
and rules defined in the ontology. This difference in purpose leads
to different requirements regarding checking and validation from
those designed for annotation.

According to [39], ontology evaluation can take one of three
forms: Evolution, Rules or Metrics. In fact, many papers mention
evaluation based on structuralmeasures (e.g.: [40]) or logical state-
ments. These work well with automation and lead to the develop-
ment of tools to expedite the process. However, they tend to leave
the human out of the loop, which can be a problem. Experts will be
the ones who can best analyze the semantic aspect of the ontology
and determine whether the concepts and rules encoded actually
make sense in the real world. In [41], an additional category is
added, for methods that provide human analysis. However, there
is still little mention of methods that tie back to the concrete, real-
world elements the ontology is supposed to represent. In [36], this
issue is addressed, andmetrics are proposed to assess how realistic
the ontology is, using responses to objective questionnaires.

Many researchers seem to look at ontology construction as a
process that does not require the involvement of domain experts,
focusing instead on logical formalisms, knowledge extraction from
existing resources and/or ontology reuse. We prefer to involve
experts in the process, as their knowledge is fundamental for a
system to work properly. In addition, they will be the ones using
and ratifying the systemat a later stage, so it is important to encode
their expertise and have their buy-in.

In [24], authors present a table comparing different tools and
the coverage of ontology evaluation dimensions on each one. It is
striking that the semantic application dimension is not covered by
any of the tools mentioned. Semantic application refers to the fit
between the ontology and its intended use. This is exactly where
we came across problems in this process: the ontology had been
validated according to all other aspects, but was still not ready for
use.

Most of the reviewed approaches use questionnaires or reviews
to validate the model with experts, as we did. However, that does
not seem to be enough to generate good review of the model,
so that it can effectively be considered validated. As a result of
our experience, we are focusing our research on the development
of explanations, experimenting with different forms of content
presentation and how these can be used for ontology validation.

6. Conclusion

This paper presented a case study of domain ontology construc-
tion involving multiple experts, that, although following a robust
KA method, when implemented as part of a system, yielded inad-
equate results, indicating that the ontology was not ready for use.
Reflecting on the case, we realized the importance of an ontology-
based explanation to identify the problems within the process. In
our experience, consistency checks and ontology inspection alone
do not guarantee semantic quality.

The acquisition of tacit knowledge frommultiple experts offers
additional challenges and affects the quality of the resulting do-
main ontology. Experience and background differences between
experts may emerge when they are faced with actual cases. Accu-
racymetrics may indicate the problem, but will not be sufficient to
identify the reasons for the problems. In addition, most evaluation
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Table 5
Participants’ KA process evaluation.

Knowledge Engineer Domain Expert

KA process evaluation ‘‘... lots of extra work in between meetings’’ ‘‘... sometimes meetings took too long...’’
‘‘... I recall in the first KA meeting, two experts ‘‘... at least we could see the outcomes...’’
started arguing on how a specific symptom ‘‘... I liked the ontology tool ...’’
should be applied to a diagnosis it helped organize my thoughts...’’
they could not stop arguing. They had ‘‘... I do not like to be interrupted...’’
different backgrounds, training, experience..." ‘‘.. I was arguing, but I could see that
‘‘... It was a long meeting. So we decided ’’ I was going in circles...’’
on a new rule: maximum duration for any ‘‘... it helped us reach an agreement...’’
discussion. Otherwise, bring more evidence...’’
‘‘... stressful to manage 7 experts older than me...’’
‘‘... They started asking: what is ontology?
In the end, they were feeling that they were
ontology experts. But they are not..’’
‘‘... interesting experience and good results..’’

KA participants’ role ‘‘... domain experts were very reluctant ‘‘... it seemed they knew
to accept the long meetings...’’ what they were doing...’’
‘‘... Sometimes experts gave up for a while ‘‘... I do not know how to judge...’’
during a meeting and came back,
in a next meeting, with strong evidences.’’

Conflict mitigation ‘‘... I am glad, we negotiated a maximum ‘‘... sometimes they interrupted too much... ’’
duration for the conflicts...’’ ‘‘... sometimes they triggered discussions...’’
‘‘... The explanation was powerful to help them ‘‘I liked when they started drawing
agree and also encourage new discussion..’’ and telling stories’’
‘‘... I felt the explanation was a type of help ‘‘... a lot of homework...’’
system. It is powerful...’’ ‘‘... a lot of work...’’
‘‘... After this project, I became an advocate
for explanation’’

Ontology quality ‘‘... we almost failed.. one of the diagnosis ‘‘... I don‘t know about the ontology,
was completely wrong’’ but the system was successfully
‘‘... the topic was discussed among deployed and is in use
the experts and they brought simple examples...’’ within the company...’’
‘‘... they brought simple problems to illustrate
their point of views. That was a big mistake...’’
‘‘... the system explanation helped them
identify flaws during the system’s test phase,
in time for fixing..’’

General perception ‘‘... I will set up smaller goals...’’ ‘‘... long meetings...’’
‘‘... I have mixed feelings about the maximum ‘‘... a lot of work...’’
time limit for discussion and strict meeting goal..’’ ‘‘... successful...’’
‘‘... overall, it worked well’’ ‘‘... job with focus...’’
‘‘Explanation, explanation, explanation!’’ ‘‘... I recommend...’’

measures assess the quality of the results, but cannot identify the
causes for errors. For this reason, problemsmay slip by undetected
until system deployment. Using an ontology-based explanation
played an essential role in detecting the flaws in the model and
the process. Including the experts in the process through XC was
fundamental to increase stakeholder buy-in for the project and
commitment to the results.

Once shown the explanation generated using concrete test
cases, experts questioned the validity of the ontology, both in
terms of concepts used and of the relations between them. The
application of the instantiated ontology to real cases created a
better understanding of the domain representation for the experts,
and brought to light the shortcomings of the ontology. Faced with
concrete examples, experts could detect inconsistencies in the
model and tease out conflicting issues among their perspectives,
reconcile them and demand revisions to the ontology. This situ-
ation intrigued us, as the ontology had been extensively revised
and checked for inconsistencies through the use of questionnaires
and individual interviews, and we had expected this would ensure
correct results, accepted by the experts that participated in the
development. Instead, the explanation revealed the shortcomings
of the domain model, supporting the ontology review process. We
now see great value in including ontology-based explanations in
the ontology construction process.

To summarize, our case study sheds light on important issues
related to the construction of any knowledge-based computer
system. We have learned that:

• The XC strategy helps (1) speed up knowledge acquisition in
domain where multiple experts are involved and (2) increase
stakeholder buy-in. Participants are committed to listen and
understand the others’ perspectives in order to reach an ac-
ceptable model (preferable consensual), and have ownership
of the model, as they were directly involved in its creation.

• Using real domain cases during ontology development is a
good way to elicit conflicts at the design stage. Simple cases
are good to illustrate particular issues, but do not lead to a
robust domain model.

• Providing a symbolic explanation is fundamental to increase
acceptance of a knowledge-based system. Explanations help
participants understand and audit the ontology, strengthen-
ing its verification.

Besides these, we noticed that exploring the explanation and
understanding the rationale for a system’s answer, increases par-
ticipant trust in the model. The ontology plays an important role
in the generation of human understandable explanations, which is
still a challenge for machine learning systems.

Using XC + Methontology requires added work to setup meet-
ings and build explanations at each revision. Additionally, it re-
quires the construction of an automatic explanationmodule.While
this method would be applicable to any domain, the extra cost
incurred is only justified in domains withmultiple interdependent
decisions, involving different areas of expertise and in which mul-
tiple solutions are possible. Domains such as emergency manage-
ment and hospital work, where experts make decisions based not
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only on norms and regulations, but also on their personal previous
experiences that might differ from each other. In these cases, there
is a large amount of tacit knowledge to be acquired, which also
often includes conflicting rationale for decisions. This justifies the
extra effort needed to setup and conduct XCmeetings and explana-
tion sessions; and to tease out and resolve conflicts using concrete
examples. This also means the ontology and the knowledge base
might require periodic revisions. Simpler domains, where most
decisions are based on well-documented rules and experts do
not deviate from them or do not disagree with each other might
not need such a complex setup, as the ontology can be acquired
through more conventional means.

6.1. Future work

The quest continues to design tools that can help maintain
people on the same track, and make them aware of discrepancies
in points of view. We believe people will make sense of what they
are designing when they see it in the form of concrete examples or
cases [42]. That could save time, increase acceptance and diminish
rework during ontology construction. Our study highlights a need
for better semantic evaluation methods for ontologies and we be-
lieve that including system-based explanations during the whole
ontology construction processwill result in improved systemqual-
ity overall.

In the explanation system, factswere tied togetherwith a script,
which we thought looked like a simple story. With this in mind,
we are now working on ontology validation through storytelling.
We are working on formalizing a method to walk an expert user
through the ontology by telling the story of a real life case. For this
to work, a few elements must be in place:

• Starting point: an entry point for the story should be defined
in the ontology, providing an initial concept. This will usually
be the most central concept of the ontology.

• Storytelling flow: every story has a temporal flow, or an
event flow. For each ontology, an ideal flow of concepts
must be defined, which tells the storyteller how to move
between concepts and relations. This will usually be done by
the knowledge engineer assisting the experts, and may vary
depending on the objective of the ontology.

• Domain corpus: more than one story should be selected from
a corpus of real life situations. This set of stories should be
representative of the full set of examples, covering a few
stories of each type.

• Reader: ideally, more than one expert should go through the
process, validating the ontology against each case. Preferably,
this should include expertswho participated in ontology con-
struction as well as others who did not. For cross validation,
multiple experts should be told the same story, in order to
appropriately verify that the ontology is valid.

When told, the story should reveal features of the events that
took place and the rationale for the result, following a predefined
process. The story should be told according to the concepts and
values contained in the ontology. It should be noted that the story
does not necessarily need to be long or contrived: it may be one
paragraph, describing how concepts are linked to each other, or
it may be a long causal chain. We have been experimenting with
this technique in a new project, where it has been fairly well
received. This seems to be an appropriate solution, since this new
project deals with temporal and causal event chains. The greatest
advantage is that the stories are concrete cases, which ensures that
the ontology covers real life situations.

Building an ontology from tacit expert knowledge will always
incur the risks reported in this paper. People may perceive and
express their knowledge in different ways. Incompatibilities are

normal since participant experiences vary with training and work
exposure. A top-down KA process may benefit from including
more test cases and from exposing the ontology through constant
systematic case explanations. On the other hand, flooding the KA
process with cases as in a bottom-up approach may lead to the
problem of overfitting and lack of generalization. Finding the right
balance between concrete cases and tacit knowledge is an open
challenge.
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